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Abstract. Immunotherapy refers to the use of natural and synthetic substances to
stimulate the immune response. This paper provides a description for an adaptive
locally optimal control design for immunotherapy cancer treatment mathematical
model, where all state vector is considered to be not on-line available. The control
strategy is suggested in two stages: the first one deals with the state estimation
process using differential neural networks technique. The second part introduces the
construction for a locally optimal control function based on the DNN mathematical
representation. This technique was successfully applied in the tracking process for
immunotherapy dosage control.

1. Introduction

1.1. Neural Networks with Differential Representation

The increasing demand of technology requires different approaches to solve control
and identification problems of nonlinear systems. The neural networks (NN) promise
better solutions in some problems. The control applications of NN are motivated for the
necessity to treat more complex systems, to find new adaptive control methods and to
regulate systems affected by external uncertainties. Roughly speaking, the NN can be
classified as follows: static one, using mainly the back-propagation technique [1], and
dynamic (or recurrent) neural networks which applies differential learning laws or
dynamic (recurrent) ones [2]. Nowadays the neural networks employment in several
science fields, as pattern recognition, image processing, industrial process, biological
systems and automatic control engineering, has increase the interest to develop new
approaches that could improve the results obtained until today. One of these new kinds
of dynamic neural networks is the differential neural networks (DNN) which has been
applied successfully in many identification, estimation and control techniques, such as
non-parametric estimation for diabetes mellitus illness [3], fermentative process [4], [5]
and Human Immunodeficiency Virus dynamics as well [4]. This approach permits to
avoid many problems related to global extreme search converting the learning
(training) process to an adequate state feedback design. The DNN-approach provides
an effective instrument to attack a wide spectrum of problems such as identification.
state estimation, trajectories tracking, if the mathematical model of a considered
process is incomplete or partially known, [1]. Considering all these previous papers and
the well studied identification and control theory developed in [7], a novel cancer
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demonstrated the best possible control action to diminish the cancer effects, and the
control function generated by the DNN adaptive controller.

E
f
f
e
c
t
o
r ce

ll
s

C
o
n
c
e
n
t
r
a
t
i
o
n
, cells/

m
l

5 r ɛ 2 '

25

I
L
-
2

 Conc
e
n
t
r
a
t
i
o
n
, ug/l

05

こ

x 10

10

Model Variable

-- -Relerence signal

50 100 150 200 250 300 350

Time, (days)

Model Variable
---Relerence signal

T
u
m
o
r ce

l
l
s

C
o
n
c
e
n
t
r
a
t
i
o
n
, cells

/m
l

54 c 2,

06

In
pu
t 
lu
nc
ti
on
s c

om
pa
ri
si
on

04

02

1

10

•Model Vanable

-- -Relerence signal

50 100 150 200 250 300 350

Time, (days)

--Neural Adaptive Control

Reference input

-054
이 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350

Time, (days) Time, (days)

Figure 1. Adaptive Neural Control Process results. The figure at the upper right corner shows the
effector cells tracking performance. It is important to note the close relationship between both
variables. The same results can be attained for tummor cells and IL-2 concentrations. The last

graph demonstrated the reference input (suggetsted by physician) estimation given by the
DNNC.

6. Conclusions

In this paper a new model-free neural control is suggested and analyzed. It consists in
robust approach application to control a simplified model of a differential neural
network observer that represents a model of an uncertain non-linear system to be
controlled. The upper bound for the averaged tracking error is established if the local
optimal neural control be applied. The control of the real immunotherapy process for
cancer treatment is considered. These results suggested the possible application in real



130 N. Aguilar, A. Cabrera and 1. Chairez

medical procedures.
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